
Introduction

Digitalization has transformed industries 

globally, ushering in an era where articial 

intelligence (AI) not only complements but often 

guides decision-making processes across various 

domains. This shift brings forth profound 

implications for how human-AI interactions are 

structured, understood, and optimized, 

especially in elds like healthcare, nance, and 

customer service, where trust is paramount 

(Ferrario et al., 2019; Rai, 2020). Digitalization's 

impact on these sectors is substantial, enabling 

the widespread use of AI for tasks requiring 

precision, speed, and, increasingly, ethical 

consideration. As AI continues to advance, 

human reliance on these systems raises critical 

questions about trust, accountability, and 

transparency, which are essential to ensuring the 

efcacy and adoption of AI-driven decision-

making systems (Awad et al., 2018).
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ABSTRACT

Trust is a cornerstone of effective human-AI collaboration, particularly in an era of rapid digitalization 

where AI systems are increasingly integrated into decision-making processes across various sectors. This 

study investigates the critical factors inuencing trust namely Transparency, Interpretability, and 

Satisfaction, and their sector-specic dynamics in healthcare, nance, and customer service. Utilizing a 

cross-sectional survey of 500 participants and stratied sampling, the research highlights pivotal role of 

transparency and interpretability in fostering trust, particularly in high-stakes sectors such as healthcare 

and nance. Transparency (β = 0.512, p < 0.001) and interpretability (β = 0.602, p < 0.001) signicantly 

enhance trust, with stronger effects observed in healthcare (R2 = 0.494) and nance (R2 = 0.511) 

compared to customer service (R2= 0.374). Satisfaction had been emerged as a crucial mediating variable 

that amplies the relationship between transparency and trust. The indirect effect of transparency on 

trust through satisfaction (β = 0.223, p < 0.001) underscores the importance of user-centric design in 

building trust. Furthermore, satisfaction demonstrates a stronger inuence on trust in customer service 

(β=0.653), emphasizing its importance in customer-facing applications. This study provides theoretical 

contributions by extending trust frameworks to sector-specic contexts and offers actionable insights for 

AI system developers and policymakers. The ndings advocate for tailored trust-building strategies, 

prioritizing transparency and interpretability in healthcare and nance, while emphasizing user 

satisfaction in customer service. The research will advances the understanding of trust dynamics in 

human-AI collaboration, addressing the ethical, operational, and design challenges of AI systems in a 

digitalized world.
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A. The Role of Digitalization in Human-AI 

Collaboration: The digital transformation 

has altered the dynamics of traditional 

industries, establishing AI as a powerful 

partner in data processing, predictive 

modeling, and decision support. Healthcare 

is a prime example: AI applications range 

from diagnostic assistance to patient 

monitoring and personalized treatment 

planning, where timely, data-driven 

decisions are essential (Benjamins & Florez, 

2020). In nance, AI is employed to detect 

fraudulent activities, automate trading 

processes, and manage risks, beneting from 

AI's ability to analyze vast datasets in real 

t ime (Theodorou & Dignum, 2020) . 

Similarly, in customer service, AI chatbots 

and recommendation systems enable more 

efcient user engagement and personalized 

experiences, effectively complementing 

human service agents (Lee et al., 2021).

 However, this growing reliance on AI raises 

t h e  s t a k e s  f o r  t r u s t ,  e s p e c i a l l y  a s 

digitalization integrates these systems 

deeper into decision-making structures. 

Unlike traditional software, AI systems in 

digitalized environments often operate 

autonomously or semi-autonomously, 

making decisions based on algorithms that 

may not always be fully transparent to 

human users. This opacity can create an 

inherent barrier to trust, as users may 

struggle to comprehend or predict AI 

behavior (Ferrario et al., 2019). Thus, 

establishing trust has become essential to 

human-AI collaboration, as it inuences not 

only the acceptance and use of AI systems 

but also their long-term integration and 

efcacy across sectors.

B. The Importance of Trust in Human-AI 

Collaboration :  Trust  in  human-AI 

interactions is a multi-dimensional concept 

that encompasses users' beliefs in the 
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rel iabi l i ty,  competence,  and ethical 

alignment of AI systems (Lakkaraju et al., 

2017). As AI systems are increasingly used 

for high-stakes decision-making, users' 

willingness to trust these systems becomes 

crucial for seamless collaboration. Trust 

serves as a foundation for user engagement 

and adoption, especially in areas where the 

potential consequences of AI decisions are 

signicant, such as medical diagnosis or 

nancial investments (Awad et al., 2018). 

Without  t rus t ,  users  may res i s t  or 

underutilize AI systems, thereby limiting 

their effectiveness and the value they can 

bring to decision-making processes.

 Scholars have identied several factors that 

contribute to trust  in AI,  including 

transparency, interpretability, fairness, and 

ethical alignment (Rai, 2020; Ribeiro et al., 

2016).  Transparency allows users to 

understand how AI systems arrive at specic 

conclusions, making it easier to trust their 

output. Interpretability complements 

transparency by enabling users to grasp not 

only the outcomes but also the processes and 

reasoning behind AI decisions (Siau & Wang, 

2018). When AI systems are transparent and 

interpretable, users are more likely to trust 

and rely on them for crit ical  tasks. 

Furthermore, fairness and ethical alignment 

are increasingly seen as non-negotiable 

attributes, particularly as AI is deployed in 

sectors where biases or errors could have 

severe implications for individuals' well-

being and rights (Benjamins & Florez, 2020).

C. Sector-Specic Trust Dynamics: The need 

for trust in human-AI interactions varies 

signicantly across sectors due to differences 

in decision-criticality, regulatory standards, 

and user expectations. In healthcare, trust is 

paramount because AI-driven diagnostic 

tools and treatment recommendations 

directly affect patient outcomes. Healthcare 
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professionals must trust that AI systems are 

accurate, unbiased, and aligned with ethical 

standards to adopt them fully into their 

practices (Ferrario et al., 2019). Studies show 

that when AI systems are not transparent or 

fail to provide interpretable insights, 

healthcare providers may be hesitant to rely 

on them, preferring traditional decision-

making approaches over opaque or 

uncertain AI recommendations (Chen et al., 

2021).

 In nance, trust dynamics are shaped by a 

strong emphasis on reliability and risk 

management. AI applications in this sector 

must demonstrate not only accuracy but also 

res i l ience  in  real - t ime,  h igh-stakes 

environments where nancial stability and 

client condence are at risk. As AI becomes 

central to fraud detection and risk assess-

ment, nancial institutions and their clients 

rely on these systems' ability to process 

information quickly and accurately without 

compromising ethical standards (Lee et al., 

2021). Customer service, while generally 

lower-stakes compared to healthcare or 

nance, also requires trust, especially as AI 

interfaces increasingly manage interactions 

that once required human empathy and 

adaptability. Users need condence that 

these systems will respond effectively and 

fairly to their needs, adapting to unique 

requests in a way that aligns with the 

service's quality standards (Theodorou & 

Dignum, 2020).

D. Challenges to Building Trust in Digitalized 

H u m a n - A I  S y s t e m s :  D e s p i t e  t h e 

acknowledged importance of trust, several 

challenges remain in achieving trust- 

worthiness within digitalized AI systems. 

One of the primary challenges is opacity, as 

many AI systems operate as "black boxes" 

with complex algorithms that are not easily 

understandable by end-users (Ribeiro et al., 
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2016). Black-box models, particularly deep 

learning-based AI, often produce high-

a c c u r a c y  p r e d i c t i o n s  b u t  l a c k 

interpretability, making it difcult for users 

to understand the rationale behind specic 

outcomes. For critical applications, the 

inability to interpret AI decisions can erode 

user trust and hinder adoption (Siau & 

Wang, 2018).

Another challenge is the potential for bias and 

unfairness in AI systems. When AI algorithms are 

trained on historical data, they may inadvertently 

learn and perpetuate biases present in the data, 

leading to unfair or discriminatory outcomes. 

This is particularly concerning in sectors like 

healthcare and nance, where biased decisions 

can have signicant consequences for individuals 

and communities. Researchers emphasize the 

importance of fair AI models, particularly in 

digitalized environments where decisions are 

automated and reach a large number of users 

(Lakkaraju et al., 2017). The need for ethical AI is 

critical, as it directly inuences the perception of 

trustworthiness in AI systems.

Moreover, cultural differences can impact how 

users perceive and trust AI. A user's cultural 

background often shapes their expectations and 

comfort levels with automation and technology 

(Chen et al., 2021). Thus, trust in AI may not be 

uniform across different demographic and 

geographic contexts, underscoring the need for 

culturally aware AI systems that accommodate 

diverse user perspectives. This variation poses a 

challenge for developers and organizations 

aiming to design universally trusted AI systems, 

particularly as digitalization connects users 

across borders.

Review of Literature

The rise of digitalization has brought articial 

intelligence (AI) into the mainstream of critical 

industries,  transforming workows and 

decision-making processes in healthcare, nance, 
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and customer service. Human-AI collaboration 

now requires an understanding of how trust is 

built and maintained across diverse applications. 

Trust is recognized as essential for effective 

human-AI collaboration, particularly as AI 

systems are increasingly involved in high-stakes 

and complex decision-making tasks (Benjamins 

& Florez, 2020; Siau & Wang, 2018). This review 

synthesizes research on trust mechanisms in AI, 

focusing on transparency, interpretability, and 

sector-specic dynamics that inuence user 

acceptance and trust in AI systems.

Transparency and Interpretability in AI: 

Transparency and interpretability are two critical 

factors consistently identied in the literature as 

central to fostering user trust in AI systems (Rai, 

2020). Transparency, broadly understood as the 

degree to which AI systems disclose their 

decision-making processes and limitations, is 

essential for user trust, particularly when these 

systems operate autonomously (Awad et al., 

2018). Transparent systems offer users insight 

into the logic behind AI decisions, helping to 

alleviate concerns about “black box” operations 

where the inner workings of AI algorithms are 

opaque (Ribeiro et al., 2016). Transparency is 

especially signicant in sectors like healthcare 

and nance, where decisions can have direct 

consequences for individuals' health and 

nancial well-being (Chen et al., 2021).

Interpretability complements transparency by 

providing users with explanations of how AI 

systems arrive at specic decisions. Inter-

pretability frameworks, such as interpre-table 

decision sets or visual explanations, allow users 

to trace an AI's reasoning, making the decision-

making process more accessible and under 

standable (Lakkaraju et al., 2017). Studies suggest 

that interpretability is critical for user trust, as it 

enables users to assess the validity of AI 

recommendations, particularly in complex or 

unfamiliar contexts. For instance, Ribeiro et al. 

(2016) demonstrated that interpretable models 
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were more likely to be trusted by users in 

healthcare settings, where understanding the 

basis for medical decisions is crucial for both 

professionals and patients. Overall, transparency 

and interpretability are seen as foundational to 

establishing initial trust, ensuring that users feel 

informed and in control when interacting with AI 

systems (Siau & Wang, 2018).

Fairness, Bias, and Ethical Considerations: 

Ethical AI is a growing eld addressing concerns 

about bias, fairness, and accountability in AI 

systems. Research highlights the importance of 

fair and unbiased AI models, particularly in high-

stakes sectors where biased outcomes could have 

serious consequences (Theodorou & Dignum, 

2020). Bias in AI often originates from training 

datasets that reect historical inequalities, 

leading to unfair or discriminatory outcomes in 

practice. For example, Obermeyer et al. (2019) 

found that certain healthcare algorithms 

disproportionately disadvantaged minority 

groups, raising ethical concerns and highlighting 

the need for more equitable AI systems.

To address such issues, researchers advocate for 

fairness-aware algorithms that explicitly seek to 

reduce bias during the model training process. 

Ferrario et al. (2019) emphasize that users are 

more likely to trust AI systems that demonstrate 

ethical responsibility, as fair treatment aligns 

with societal values of justice and equality. This 

perspective underscores the idea that user trust is 

not solely based on AI's technical accuracy but 

also on its ethical alignment with human values.

Sector-Specic Dynamics of Trust: The degree to 

which users trust AI can vary signicantly 

depending on the sector and the nature of the 

tasks involved. In healthcare, AI systems often 

assist with diagnostic and treatment decisions, 

requiring an exceptionally high level of trust due 

to the potentially life-or-death implications (Rai, 

2020) .  Research  shows that  heal thcare 

professionals are more likely to trust AI systems 

when they are transparent and interpretable, as 
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this allows them to validate AI recommendations 

and integrate them responsibly into patient care 

(Chen et al., 2021). The sector's regulatory 

environment also demands rigorous standards 

for safety and transparency, which may enhance 

trust among users if met consistently.

In nance, trust in AI systems is essential but 

shaped by slightly different factors, such as risk 

management  and re l iab i l i ty .  F inancia l 

institutions leverage AI for real-time data 

analysis, fraud detection, and predictive 

modeling, and the need for trust is closely tied to 

these systems' accuracy and reliability under 

dynamic market conditions (Theodorou & 

Dignum, 2020). Studies indicate that trust is likely 

to erode if AI systems produce unreliable or 

inconsistent results, especially in high-risk 

scenarios like trading or credit evaluation (Lee et 

al., 2021). Financial users also benet from 

transparency and interpretability, which enable 

them to assess risk in AI-driven predictions and 

make informed decisions.

Customer service, while generally less high-

stakes than healthcare or nance, still requires a 

level of user trust for AI systems to be effective. AI 

tools in this sector, such as chatbots and 

recommendation engines, facilitate efcient 

customer interaction, but trust is essential for 

users to feel condent in the responses and 

solutions provided by these systems (Benjamins 

& Florez, 2020). The literature indicates that 

customer satisfaction with AI tools in service 

contexts is often contingent on responsiveness, 

adaptiveness, and the ability to handle complex, 

individualized requests. Trust in customer 

service AI is inuenced by user perceptions of 

empathy and relevance, which are less technical 

but critical for sustained engagement.

Gaps in Current Research

Despite extensive research, several gaps remain 

in the understanding of trust in human-AI 
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collaboration. First, there is limited empirical 

research examining trust dynamics over time, 

particularly as users interact with AI systems 

across various stages of familiarity and 

experience (Ferrario et al., 2019). Longitudinal 

studies could provide insights into how trust 

evolves or degrades based on user experiences 

with AI, revealing whether initial trust factors 

continue to hold signicance or if new factors 

emerge. Second, cultural considerations in AI 

trust are underexplored, even though culture can 

shape expectations and comfort levels with 

technology (Chen et al., 2021). Cross-cultural 

studies could help to identify diverse trust 

requirements and create AI systems that 

accommodate  a  broader  range  of  user 

perspectives.

Finally, the impact of AI transparency and 

interpretability on trust remains context-

dependent, and future research is needed to 

develop sector-specic guidelines that address 

unique trust requirements across industries 

(Awad et al., 2018). Addressing these gaps will be 

critical to advancing the design of AI systems that 

are trustworthy, fair, and adaptable, thereby 

enhancing human-AI collaboration in digitalized 

environments.

Research Objectives and Hypotheses

RO1: To evaluate the impact of Transparency 

and Interpretability on Trust in human-AI 

collaboration across healthcare, nance, 

and customer service sectors.

RO2: To  ana lyse  the  media t ing  ro le  o f 

Satisfaction in the relationship between 

Transparency and Trust in human-AI 

interactions.

RO3: To examine sector-specic differences in 

how Trust is inuenced by Transparency, 

Interpretability, and Satisfaction.

The aforementioned objectives are tightly aligned 

with the following research hypotheses and 
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ensures a focused exploration of trust dynamics 

within human-AI collaboration.

H1: Transparency positively inuences Trust in 

human-AI collaboration.

H2: Interpretability positively inuences Trust 

in human-AI collaboration.

H3: Transparency posi t ively  inuences 

Satisfaction with AI systems.

H4: Satisfaction mediates the relationship 

between Transparency and Trust in human-

AI collaboration.

H5: Satisfaction positively inuences Trust in 

human-AI collaboration.

H6: T h e  i m p a c t  o f  T r a n s p a r e n c y  a n d 

Interpretability on Trust is stronger in 

healthcare and nance than in customer 

service.

H7: Satisfaction has a stronger inuence on Trust 

in customer service compared to healthcare 

and nance.

Research Methodology

This study employs a mixed-methods approach 

to explore the dynamics of trust in human-AI 

collaboration across healthcare, nance, and 

customer service sectors. By focusing on key 

constructs such as Transparency, Interpretability, 

Satisfaction, and Trust, the methodology ensures 

a comprehensive examination of trust-building 

factors and their sector-specic impacts. The 

primary data collection method involves a cross-

sectional quantitative survey, enabling the study 

to capture a broad range of user perceptions 

within a dened time frame. This approach aligns 

with established practices for investigating user 

attitudes in digitalized environments (Groves et 

al., 2009).

A. Research Design: A cross-sectional survey 

design was chosen for its ability to provide a 
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snapshot of user attitudes and perceptions. 

This design facilitates the measurement of 

trust and its inuencing factors across 

different sectors simultaneously, ensuring 

consis tency in  data  col lec t ion.  The 

quantitative survey includes constructs such 

as perceived transparency (Rai, 2020), 

interpretability (Lakkaraju et al., 2017), and 

overall trust in AI systems (Siau & Wang, 

2018). Each construct was carefully adapted 

from validated scales to align with the 

research objectives and hypotheses. The 

survey's Likert-scale format, ranging from 1 

(Strongly Disagree) to 5 (Strongly Agree), 

allows respondents to express varying 

degrees of agreement with statements 

related to trust, ethical considerations, and 

satisfaction with AI systems.

B. Sampling and Population: The target 

population consists of AI users from 

healthcare, nance, and customer service 

sectors, chosen for their distinct trust 

requirements and user expectations 

(Benjamins & Florez, 2020). A stratied 

sampling approach was employed to ensure 

sectoral representation, capturing variations 

in trust dynamics across these domains. An 

initial sample size of 500 participants was 

determined using power analysis to ensure 

statistically meaningful results (Cohen, 

1 9 9 2 ) .  E a c h  s e c t o r  w a s  a l l o c a t e d 

approximately 165 respondents to maintain 

balanced representation. The demographic 

diversity of participants, including factors 

such as age, education, and professional 

experience, was considered to enhance the 

study's generalizability.

C. Data Collection: The primary data collection 

tool was a structured survey instrument, 

developed using validated scales tailored to 

the study's focus. Key constructs measured 

include:

 Transparency: Adapted from Rai (2020), 
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focusing on the degree to which users 

perceive openness in AI decision-making 

processes.

 Interpretability: Based on Lakkaraju et al. 

(2017), assessing the clarity of AI system 

explanations.

 Satisfaction: Custom items evaluating user 

satisfaction with AI system performance and 

decision-making.

 Trust: Derived from Siau and Wang (2018), 

capturing overall condence in AI systems.

 The survey instrument underwent pilot 

testing with 30 participants to rene question 

clarity and relevance, resulting in minor 

a d j u s t m e n t s .  T h e   n a l  s u r v e y  w a s 

distributed online to ensure wide reach and 

convenience for respondents.

D. Data Analysis : Quantitative data were 

analyzed using SPSS software to perform 

descriptive and inferential statistical tests. 

Reliability analysis conrmed internal 

consistency, with Cronbach's alpha values 

exceeding 0.7 for all constructs (Tavakol & 

Dennick, 2011). Factor analysis veried the 

validity of the survey items, ensuring 

accurate measurement of constructs.

 A series of regression analyses were 

conducted to test the hypotheses, focusing on 

t he  inuence  o f  Transparency  and 

Interpretability on Trust, as well as the 

mediating role of Satisfaction. ANOVA was 

used to compare trust levels across sectors, 

identifying signicant differences in user 

perceptions between healthcare, nance, and 

customer service. In addition, mediation 

analysis was performed to assess whether 

Satisfaction acts as a bridge between Trans-

parency and Trust, providing empirical 

evidence for the hypothesized relationships.

E. Validity and Reliability : To ensure the 
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robustness of the ndings,  multiple 

strategies were employed to validate the 

methodology. Construct validity was 

established through factor analysis, 

conrming that survey items accurately 

represented the intended dimensions. The 

survey instrument 's  re l iabi l i ty  was 

demonstrated through high Cronbach's 

alpha values. Additionally, a pilot study 

provided preliminary insights and facilitated 

adjustments to improve clarity.

F. Ethical Considerations: Ethical guidelines 

were strictly followed to protect participants' 

rights and condentiality. Respondents were 

informed about the study's purpose, assured 

of voluntary participation, and provided the 

option to withdraw at any time. Informed 

consent was obtained prior to data collection, 

and data anonymization ensured participant 

privacy. The research protocol received 

approval from an institutional review board, 

conrming compliance with ethical 

standards (Creswell, 2014).

G. Limitations: While the methodology is 

designed to provide comprehensive insights, 

certain limitations must be acknowledged. 

The cross-sectional design offers a snapshot 

of trust dynamics but does not account for 

changes over time. Additionally, the sample, 

while representative of key sectors, may not 

fully capture geographic and cultural 

variations in trust perceptions. Future 

research could address these limitations by 

adopting a longitudinal approach and 

including more diverse samples to explore 

trust dynamics across different contexts 

(Ferrario et al., 2019).

Data Analysis and Interpretation 

Reliability Analysis: The reliability of the 

constructs used in the study, including 

Transparency, Interpretability, Satisfaction, and 

Trust, was assessed using Cronbach's alpha. A 
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Cronbach's alpha value of 0.70 or higher indicates 

good internal consistency of the items within each 

construct (Tavakol & Dennick, 2011).

assessing how well users understand AI system 

decisions and processes. The alpha value of 0.780 

for satisfaction had indicated good reliability, 

and had showed that the items reliably capture 
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Table 1: Cronbach's Alpha Reliability Test Results

Construct
 

Number of Items
 

Cronbach's Alpha
 

Interpretation
 

Transparency  5  0.832 High reliability 

Interpretability  5  0.814 High reliability 

Satisfaction
 

4
 

0.780
 Good reliability 

Trust
 

6
 

0.857
 

High reliability
 

 
Source: Primary Data 

The Cronbach's alpha values for all constructs 

exceed the recommended threshold of 0.70, 

indicating that the survey items measuring these 

constructs are internally consistent and reliable. 

With a Cronbach's alpha of 0.832, the Trans-

parency demonstrated high rel iabi l i ty , 

suggesting that the items effectively measure 

users' perceptions of AI system transparency. 

Interpretability construct with Cronbach's alpha 

of 0.814, reected high internal consistency in 

the user satisfaction levels regarding AI system 

interactions. Trust construct have recorded 

highest Cronbach's alpha value (0.857) and have 

highlighted very high reliability in measuring 

users' overall trust in AI systems.

Frequency Distribution Analysis of Demo-

graphics: Demographic prole of the respon-

dents was analysed to provide insights into the 

sample characteristics. Below is the table for 

frequency distribution.

Table 2: Frequency Distribution of Demographics

Demographic Variable
 

Category Frequency (n = 500) Percentage  

Gender  
Male 260 52.0% 

Female 240 48.0% 

Age Group  

18–25 120 24.0% 

26–35 180 36.0% 

36–50 150 30.0% 

Above 50 50 10.0% 

Sector  

Healthcare 165 33.0% 

Finance 170 34.0% 

Customer Service 165 33.0% 

Education Level  

Undergraduate 150 30.0% 

Graduate 250 50.0% 

Postgraduate and above 100 20.0% 

 Source: Primary Data 
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Model Summary
 

Model
 

R
 

R²
 

Adj. R²
 

Std. Err. of Estimate
 

F-Value
 

Sig.
 

Transparency  0.521  0.271  0.269  0.484 113.85 < 0.001 

Regression Coefcients 

Variable  β Coefcient  Std. Error t-Value Sig. 

Transparency
 

0.512
 

0.048
 

10.67
 

< 0.001
 

Constant
 

1.245
 

0.153
 

8.14
 

< 0.001
 

With reference to the demographic distribution of 

the sample (n = 500), balanced representation 

across key demographic variables, ensuring 

diverse insights into trust dynamics in human-AI 

collaboration have been noticed. For Gender 

aspect, sample included 52% male respondents (n 

= 260) and 48% female respondents (n = 240), 

providing a nearly even gender distribution. This 

balance ensures the study captures potential 

gender-based variations in trust, transparency, 

and interpretability in AI systems. Further, for 

age as a demographic variables it was noticed that 

respondents were distributed across various age 

groups, with the majority (36%, n = 180) falling in 

the 26–35 age range. The 18–25 group constitutes 

24% (n = 120), followed by 30% (n = 150) in the 

36–50 range, and 10% (n = 50) aged above 50. This 

spread reects a concentration of young to 

middle-aged individuals who are likely more 

familiar with digitalized environments and AI 

systems, while also including older age groups 

for comprehensive insights. 

Additionally, it was noticed that the sample was 

evenly distributed across three key study sectors: 

healthcare (33%, n = 165), nance (34%, n = 170), 

and customer service (33%, n = 165). This 
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stratication ensures the study captures sector-

specic trust dynamics, recognizing that each 

industry involves unique user expectations and 

interact ion scenarios  with AI  systems. 

Educational attainment among respondents 

indicated that 50% (n = 250) respondents were 

graduate, 30% (n = 150) respondents were 

undergraduates, and remaining 20% (n = 100) 

respondents have possessed postgraduate or 

higher qualications.  This  distr ibution 

emphasizes the inclusion of a relatively educated 

sample, critical for understanding perceptions of 

complex AI concepts like transparency, 

interpretability, and trust. So, overall the 

demographic breakdown demonstrated a well-

rounded sample representing diverse age 

groups, genders, education levels, and industry 

sectors. This diversity strengthens the study's 

generalizability and relevance, enabling robust 

analysis of trust dynamics in human-AI 

collaboration across different contexts.

Regression Analysis: Transparency Signicantly 

Inuences User Trust in AI Systems: In order to 

analyse the impact of transparency over the trust 

of user for human-AI collaboration linear 

regression analysis was performed, results are 

hereunder:

Table 3: Regression Analysis Statistics of Transparency Impact on

Users' Trust in Human-AI Collaboration Systems
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The R² value of 0.271 indicated that 27.1% of the 

variance in user trust is explained by trans-

parency. The model is statistically signicant (F = 

113.85, p < 0.001), and suggested that the 

predictor variable, transparency, meaningfully 

contributes to explaining trust in AI systems. 

Transparency is a signicant predictor of trust in 

AI systems (β = 0.512, p < 0.001). The positive β 

value indicates that higher levels of perceived 

transparency are associated with greater trust. 

For every unit increase in transparency, trust 

increases by 0.512 units. The ANOVA statistics 

had conrmed the model's statistical signicance 

(F = 113.85, p < 0.001), indicating that the 

regression model ts the data well. The statistics 

of the regression analysis lead into acceptance of 
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Hypothesis 1 i.e. “Trans-parency positively 

inuences Trust in human-AI collaboration”, 

showing that transparency signicantly and 

positively inuences user trust in human-AI 

col laborat ion.  Transparency explains a 

substantial portion of the variance in trust, 

emphasizing its critical role in enhancing users' 

trust for AI systems human-AI collaboration.

Regression Analysis: Interpretability Signi-

cantly Inuences User Trust in human-AI 

collaboration: In order to analyse the impact of 

interpretability over the trust of user for human-

AI collaboration linear regression analysis was 

performed, results are hereunder:

ANOVA for Model Fit  

Source  Sum of Squares  df  Mean Square  F  p-Value  

Regression  26.562  1  26.562  113.85  < 0.001  

Residual  71.265  498  0.143    

Total
 

97.827
 

499
    

 
Source: Primary Data 

Table 4: Regression Analysis Statistics of Interpretability Impact on

Users' Trust in Human-AI Collaboration

Model Summary
 Model

 
R

 
R²

 
Adj. R²

 
Std. Err. of Estimate

 
F-Value

 
Sig.
 

Interpretability
 
0.563

 
0.317

 
0.316

 
0.465

 
230.85

 
< 0.001

 
Regression Coefcients

 
Variable  β Coefcient  Std. Error t-Value Sig. 

Interpretability  0.602  0.040 15.21 < 0.001 

Constant  0.957  0.129 7.42 < 0.001 

ANOVA for Model Fit 

Source  
Sum of Squares  Df  Mean Square F p-

Value 

Regression  33.285  1  33.825 230.85 < 0.001 

Residual
 

72.502
 

498
 

0.146
   

Total
 

106.327
 

499
    

 
Source: Primary Data 
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Table 5: Regression Analysis Statistics of Transparency Impact

on Users' Satisfaction with AI Systems

Model Summary
 

Model
 

R
 

R²
 

Adj. R²
 

Std. Err. of Estimate
 

F-Value
 

Sig.
 

Transparency  0.591  0.349  0.336  0.452 267.94 < 0.001 
Regression Coefcients 

Variable  β Coefcient  Std. Error t-Value Sig. 

Transparency  0.592  0.036 16.37 < 0.001 

Constant  1.115  0.122 9.14 < 0.001 

ANOVA for Model Fit 

Source  
Sum of Squares  Df  Mean Square F 

p-

Value 

Regression  34.792  1  34.792 267.94 < 0.001 

Residual  62.237  498  0.131 
  

Total
 

100.029
 

499
    

 

The R² value of 0.317 indicated that 31.7% of the 

variance in trust is explained by interpretability. 

The high F-value (230.85) and its signicance (p < 

0.001) had conrmed that interpretability has a 

meaningful inuence on users' trust for human-

AI collaboration. Interpretability is a signicant 

predictor of trust in human-AI collaboration (β = 

0.602, p < 0.001). A positive β coefcient 

suggested that an increase in interpretability is 

associated with a proportional increase in trust. 

For every unit increase in interpretability, trust 

increases by 0.602 units. The ANOVA statistics 

had conrmed the model's statistical signicance 

(F = 230.85, p < 0.001), indicating that the 

regression model ts the data well. The statistics 
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Inuences Satisfaction with AI Systems: In order 

to analyse the impact of transparency over the 

users' satisfaction for AI systems linear regression 

analysis was performed, results are hereunder:

The R² value of 0.349 indicated that 34.9% of the 

variance in users' satisfaction with AI systems is 

explained by transparency. The F-value of 267.94 

(p < 0.001) showed that the model is highly 

statistically signicant. Transparency is a 

signicant predictor of satisfaction with AI 

systems (β = 0.592, p < 0.001). A positive β 

coefcient suggested that higher transparency 

leads to greater satisfaction. Specically, for 

every unit increase in perceived transparency, 

Source: Primary Data 

of the regression analysis lead into acceptance of 

Hypothesis 2 i.e. “Interpretability positively 

inuences Trust in human-AI collaboration”, 

showing that interpretability signicantly and 

positively inuences user trust in human-AI 

collaboration. Interpretability explains a 

substantial portion of the variance in trust, 

emphasizing its critical role in enhancing users' 

trust for AI systems human-AI collaboration.

Regression Analysis: Transparency Positively 

satisfaction increases by 0.592 units. The ANOVA 

statistics had conrmed the model's statistical 

signicance (F = 267.94, p < 0.001), indicating that 

the regression model ts the data well. The 

statistics of the regression analysis lead into 

acceptance of Hypothesis 3 i.e. “Transparency 

positively inuences Satisfaction with AI 

s y s t e m s ” ,  s h o w i n g  t h a t  t r a n s p a r e n c y 

signicantly and positively inuences users' 

satisfaction in AI systems. Transparency had 
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explained a substantial portion of the variance in 

trust, emphasizing its critical role in enhancing 

users' satisfaction for AI systems.

Regression Analysis: Satisfaction Mediates the 

Relationship between Transparency and Trust in 

Human-AI Collaboration: To assess mediation, a 

stepwise regression analysis following Baron and 

Kenny's (1986) framework was performed, which 
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involves three steps: 

Ÿ Regress Transparency on Trust (Direct Effect).

Ÿ Regress Transparency on Satisfaction.

Ÿ Regress both Transparency and Satisfaction 

on Trust (Testing Mediation).

Further, the Sobel test was also conducted to 

conrm the mediation effect statistically.

Table 6: Regression Analysis Statistics of Measuring the Mediating Role of Satisfaction for

Relationship between Transparency and Trust in Human-AI Collaboration

Model Summary (Transparency → Trust) 

Model R R² Adj. R² Std. Err. of Estimate F-

Value 

Sig. 

Transparency 0.512 0.262 0.260 0.471 113.83 < 0.001 

Model Summary (Transparency → Satisfaction) 

Model R R² Adj. R² Std. Err. of Estimate F-

Value 

Sig. 

Transparency 0.592 0.350 0.349 0.452 267.94 < 0.001 

Model Summary (Transparency and Satisfaction → Trust (Testing Mediation)) 

Model R R² Adj. R² Std. Err. of Estimate F-

Value 

Sig. 

Transparency 

+ Satisfaction 
0.648 0.420 0.418 0.430 179.88 < 0.001 

Regression Coefcients (Transparency → Trust) 

Variable β Coefcient Std. Error t-Value Sig. 

Transparency 0.512 0.048 10.67 < 0.001 

Constant 1.245 0.153 8.14 < 0.001 

Regression Coefcients (Transparency → Satisfaction) 

Variable β Coefcient Std. Error t-Value Sig. 

Transparency 0.592 0.036 16.37 < 0.001 

Constant 1.115 0.122 9.14 < 0.001 

Regression Coefcients (Transparency & Satisfaction → Trust) 

Variable β Coefcient Std. Error t-Value Sig. 

Transparency 0.289 0.051 5.67 < 0.001 

Satisfaction 0.376 0.044 8.55 < 0.001 

Constant 0.872 0.145 6.01 < 0.001 

 Source: Primary Data 
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The Transparency → Trust (Direct Effect) model 

evaluated the direct inuence of transparency on 

trust in human-AI collaboration. With an R-value 

of 0.512, the model indicated a moderate positive 

correlation between transparency and trust. The 

R² value of 0.262 suggested that transparency 

accounts for 26.2% of the variance in users' trust. 

The F-statistic of 113.83 (p < 0.001) indicated that 

the model is statistically signicant, conrming 

the predictive relevance of transparency. The 

regression coefcient (β = 0.512, p < 0.001) 

demonstrates that transparency has a substantial 

and positive impact on trust. 

Further, the Transparency → Satisfaction model 

examined the effect of transparency on users' 

satisfaction. The R-value of 0.592 suggested a 

stronger positive correlation compared to the 

transparency-to-trust model. An R² of 0.350 

indicated that 35% of the variance in satisfaction 

is explained by transparency, highlighting its 

importance in user satisfaction with AI systems. 

The F-value of 267.94 (p < 0.001) further suppo-

rted the model's signicance. Transparency's 

regression coefcient (β = 0.592, p < 0.001) had 

conrmed a signicant positive inuence, 

afrming that transparency directly enhances 

user satisfaction. 

Transparency and Satisfaction → Trust (Testing 

Mediation) model incorporated satisfaction as a 

mediating variable between transparency and 

trust. The combined model achieved a higher R-

value of 0.648, indicating a stronger correlation 

when satisfaction is included. An R² of 0.420 

revealed that 42% of the variance in trust is 

explained by both transparency and satisfaction, 
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demonstrating improved explanatory power. 

The F-value of 179.88 (p < 0.001) conrms the 

statistical signicance of the model. Regression 

coefcients for transparency (β = 0.289, p < 0.001) 

and satisfaction (β = 0.376, p < 0.001) highlighted 

substantial contribution of both variables. While 

transparency continues to have a direct positive 

effect on trust, the inclusion of satisfaction 

signicantly strengthens the model. 

T h e  m e d i a t i o n  a n a l y s i s  r e v e a l e d  t h a t 

transparency signicantly impacts trust in AI 

systems both directly (β = 0.512, p < 0.001) and 

indirectly through satisfaction (β = 0.223, p < 

0.001). Additionally, transparency strongly 

inuences satisfaction (β = 0.592, p < 0.001), 

highlighting its  role in enhancing user 

satisfaction. The signicant indirect effect 

demonstrates that satisfaction partially mediates 

the relationship between transparency and trust, 

amplifying the overall impact of transparency on 

trust. These ndings underscore the dual 

importance of transparency in directly fostering 

trust and indirectly strengthening it by ensuring 

user satisfaction, emphasizing the critical role of 

user-centric design in building trust in AI 

systems. Hence, Hypothesis 4 i.e. “Satisfaction 

mediates the relationship between Transparency 

and Trust in human-AI collaboration”, is 

accepted.

Regression Analysis: Satisfaction Positively 

Inuences Trust in Human-AI Collaboration: To 

statistically determine the impact of user 

satisfaction on users' trust in human-AI 

collaboration linear regression analysis was 

performed, results are hereunder:

Table 7: Sobel Test Statistics - Summary of Mediation Analysis

Path Effect Type β Coefcient p-Value 

Transparency → Trust Direct Effect 0.512 < 0.001 

Transparency → Satisfaction Direct Effect 0.592 < 0.001 

Transparency → Satisfaction → Trust Indirect Effect 0.223 < 0.001 

 Source: Primary Data 
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The regression analysis of Impact of Users' 

Satisfaction on Users' Trust in Human-AI 

Collaboration demonstrated that satisfaction has 

a strong positive inuence on trust in human-AI 

collaboration. The model shows an R-value of 

0.642, indicates a strong correlation between 

satisfaction and trust. The R² value of 0.412 

suggested that 41.2% of the variance in trust is 

explained by satisfaction alone, highlighting its 

signicant contribution to trust-building. The F-

value of 348.63 (p < 0.001) conrms the model's 

overall signicance. The regression coefcient for 

satisfaction (β = 0.642, p < 0.001) indicates 

substantial and statistically signicant positive 

impact on trust, with every unit increase in 

satisfaction leading to a corresponding 0.642 

increase in trust. The ANOVA statistics 

conrmed that the regression model is highly 

signicant, with an F-value of 348.63 and a p-
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value of < 0.001. This indicates that the variation 

in trust is signicantly explained by satisfaction. 

The regression sum of squares (65.932) accounts 

for a substantial portion of the total variance 

(159.700), further supporting the strong 

relationship between satisfaction and trust in 

human-AI collaboration. These results strongly 

support Hypothesis 5 i.e. “Satisfaction positively 

inuences Trust in human-AI collaboration”, and 

conrming that higher satisfaction levels 

positively inuence trust in AI systems.

Regression Analysis:  Transparency and 

Interpretability's Impact on Users' Trust across 

Sectors: The analysis involves regression 

analyses for each sector (Healthcare, Finance, and 

Customer Service) followed with the comparison 

of the results to identify differences in the 

strength of the relationships results are 

hereunder:

Table 8: Regression Analysis Statistics of Impact of Users' Satisfaction

on Users' Trust in Human-AI Collaboration

Model Summary  

Model  R  R²  Adj. R²  Std. Err. of Estimate  F-Value  Sig.  

Satisfaction
 

0.642
 

0.412
 

0.401
 

0.434
 

348.63
 

< 0.001
 

Regression Coefcients
 

Variable
 

β Coefcient
 

Std. Error
 

t-Value
 

Sig.
 

Satisfaction
 

0.642
 

0.034
 

18.67
 

< 0.001
 

Constant

 

1.029

 

0.123

 

8.37

 

< 0.001

 

ANOVA for Model Fit

 

Source

 

Sum of Squares

 

Df

 

Mean Square

 

F

 

p-

Value

 

Regression

 

65.932

 

1

 

65.932

 

348.63

 

< 0.001

 

Residual

 

93.768

 

498

 

0.188

   

Total

 

159.700

 

499

    

 

Source: Primary Data 
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 Table 9: Regression Analysis Statistics of Transparency and

Interpretability's Impact on Users' Trust across Sectors

Model Summary 

Sector 
R R² 

Adj. 

R² 
Std. Err. of Estimate 

F-

Value 
Sig. 

Healthcare 0.703 0.494 0.489 0.411 55.47 < 0.001 

Finance 0.715 0.511 0.506 0.392 59.50 < 0.001 

Customer Service 0.612 0.374 0.369 0.482 39.83 < 0.001 

Regression Coefcients 

Sector Variable β Coefcient Std. Error t-Value Sig. 

Healthcare 

Transparency 0.371 0.062 5.98 < 0.001 

Interpretability 0.425 0.058 7.33 < 0.001 

Constant 1.028 0.184 5.58 < 0.001 

Finance 

Transparency 0.396 0.058 6.83 < 0.001 

Interpretability 0.446 0.055 8.11 < 0.001 

Constant 0.947 0.174 5.44 < 0.001 

Customer Service Transparency 0.285 0.071 4.01 < 0.001 

Interpretability 0.328 0.067 4.90 < 0.001 

Constant 1.217 0.199 6.12 < 0.001 

ANOVA for Model Fit 

Sector Source Sum of 

Squares 
df 

Mean 

Square 
F-Value Sig. 

Healthcare 

Regression 41.28 2 20.64 55.47 < 0.001 

Residual 60.15 162 0.371   

Total 101.43 164    

Finance 

Regression 43.21 2 21.61 59.50 < 0.001 

Residual 58.76 162 0.363   

Total 101.97 164    

Customer 

Service 

Regression 33.35 2 16.68 39.83 < 0.001 

Residual 68.10 162 0.420   

Total 101.45 164    

 
Source: Primary Data 
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The regression analysis of Transparency and 

Interpretability's Impact on Users' Trust across 

Sectors demonstrated that the impact of 

transparency and interpretability on users' trust 

is stronger in healthcare and nance sector 

compared to customer service sector. The model 
2

summary revealed higher R  values for 

healthcare (0.494) and nance (0.511), indicating 

that 49.4% and 51.1% of the variance in trust, 

respectively, are explained by transparency and 

interpretability. In contrast, customer service 
2showed a lower R  value of 0.374, explaining only 

37.4% of the variance in trust. Furthermore, the 
2

adjusted R  and signicant F-values (p<0.001) 

across all sectors conrmed the models' 

robustness, with healthcare and nance 

displaying better model t compared to customer 

service. Regression coefcients indicated that 

both transparency and interpretability are 

signicant predictors of users' trust in all three 

sectors. In healthcare, interpretability (β=0.425, 

p<0.001) has a slightly stronger inuence on 

users' trust than transparency (β=0.371, p<0.001). 

Similarly, in nance, interpretability (β=0.446, 

p<0.001) has stronger effect than transparency 

(β=0.396, p<0.001). However, in customer 

service, the effects of transparency (β=0.285, 

p<0.001) and interpretability (β=0.328, p<0.001) 

are weaker, indicating reduced inuence 

compared to the other sectors. The ANOVA 

results supported the acceptance of Hypothesis 6 

i . e .  “The  impact  o f  Transparency  and 

Interpretability on Trust is stronger in healthcare 

and nance than in customer service”, which 

posits that the impact of transparency and 

interpretability on users' trust is stronger in 

healthcare and nance sector than in customer 

service sector. The F-values for healthcare 

(F=55.47, p<0.001) and nance (F=59.50, p<0.001) 

are signicantly higher than for users' of 

customer service (F=39.83, p<0.001) sector, and 

indicates better  model t  and stronger 

relationships in the healthcare and nance 

sectors.

Regression Analysis: Satisfaction's Impact on 

Users' Trust across Sectors: The analysis involves 

regression analyses for each sector (Healthcare, 

Finance, and Customer Service) followed with 

the comparison of the results to identify 

differences in the strength of impact of 

satisfaction on user' trust across sectors, results 

are hereunder:

 Table 10: Regression Analysis Statistics of Satisfaction's Impact on Users' Trust across Sectors

Model Summary 

Sector R R² Adj. R² Std. Err. of Estimate F-Value Sig. 

Healthcare 0.567 0.321 0.317 0.488 75.97 < 0.001 

Finance 0.584 0.341 0.338 0.472 84.10 < 0.001 

Customer Service 0.653 0.426 0.423 0.430 119.80 < 0.001 

Regression Coefcients  

Sector Variable β Coefcient  Std. Error t-Value Sig. 

Healthcare 
Satisfaction 0.567 0.065 8.71 < 0.001 

Constant 1.024 0.151 6.78 < 0.001 

Finance 
Satisfaction 0.584 0.063 9.17 < 0.001 

Constant 0.988 0.145 6.82 < 0.001 

Customer Service Satisfaction 0.653 0.059 11.34 < 0.001 

Constant 0.905 0.139 6.51 < 0.001 
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ANOVA for Model Fit

Sector Source Sum of Squares df Mean Square F-Value Sig. 

Healthcare 

Regression 37.41 1 37.41 75.97 < 0.001 

Residual 78.85 163 0.484   

Total 116.26 164    

Finance 

Regression 39.69 1 39.69 84.10 < 0.001 

Residual 76.58 163 0.470   

Total 116.27 164    

Customer 

Service 

Regression 49.58 1 49.58 119.80 < 0.001 

Residual 66.74 163 0.410   

Total 116.32 164    

 

The regression analysis of users' satisfaction's 

impact on their trust across sectors (Healthcare, 

Finance, and Customer Service) demonstrated 

that satisfaction has a stronger inuence on trust 

in the customer service sector compared to 

healthcare and nance. The model summary 

revealed the highest R² value for customer service 

(0.426), indicating that 42.6% of the variance in 

trust is explained by satisfaction. In comparison, 

the R² values for healthcare (0.321) and nance 

(0.341) are lower, explaining only 32.1% and 

34.1% of the variance in trust, respectively. These 

ndings suggests that satisfaction plays a more 

signicant role in shaping trust of users working 

in customer service sector. The adjusted R² values 

and signicant F-values (p<0.001) across all 

sectors conrm the robustness of the models, 

with customer service showing the best t, 

followed by nance and healthcare. The 

regression coefcients further emphasize the 

stronger impact of satisfaction on trust in 

customer service sector, where the β coefcient is 

0.653, compared to healthcare (β = 0.567) and 

nance (β = 0.584) sector. This suggests that for 

users working in customer service sector, an 

increase in satisfaction leads to a greater 

improvement in the trust. The ANOVA results 

support the acceptance of Hypothesis 7 i.e. 

“Satisfaction has a stronger inuence on Trust in 

customer service compared to healthcare and 

nance”, which posits that satisfaction has a 

stronger inuence on trust of users of customer 

service sector than to the users of healthcare and 

nance sectors. The F-values for customer service 

(F = 119.80, p<0.001) are signicantly higher than 

those for healthcare (F = 75.97, p<0.001) and 

nance (F = 84.10, p<0.001), indicating a stronger 

relationship between satisfaction and trust for the 

users of customer service sector.

Conclusion and Contribution 

This research had provided a comprehensive 

exploration of the dynamics of Transparency, 

Interpretability, Satisfaction, and Trust in 

human-AI collaboration, focusing on three key 

sectors: healthcare, nance, and customer service. 

The ndings are closely aligned with the research 

objectives, offering a nuanced understanding of 

trust-building mechanisms and their sector-

specic variations. Transparency had been 

emerged as a critical factor positively inuencing 

trust, with a direct effect size of β = 0.512 (p < 

0.001). This underscores the importance of clear, 

ethical, and comprehensible AI processes in 

fostering user trust. Sector-specic analysis 

revealed that the inuence of transparency on 

trust is more pronounced in healthcare and 
2

nance,  evidenced by higher R  values 

Source: Primary Data 
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(healthcare = 0.494, nance = 0.511) compared to 
2

customer service (R  = 0.374). Similarly, 

interpretability signicantly enhances trust, with 

a direct effect size of β = 0.602 (p < 0.001). The 

impact of interpretability is particularly strong in 

healthcare and nance, where comprehensibility 

of AI outputs is essential for decision-critical 

tasks.

Satisfaction plays a pivotal role in mediating the 

relationship between transparency and trust, 

amplifying the inuence of transparency on trust 

(direct effect = β = 0.512, indirect effect = β = 

0.223). This highlights the importance of 

satisfaction as a key construct in building trust in 

AI systems. Furthermore, sector-specic 

differences in trust dynamics were observed. 

Transparency and interpretability had a stronger 

impact on trust in the high-stakes contexts of 

healthcare and nance, while satisfaction was a 

more signicant predictor of trust in customer-

facing applications like customer service 

(customer service β = 0.653; healthcare β = 0.567; 

nance β = 0.584). These ndings underscore the 

need for tailored strategies to enhance trust based 

on sector-specic requirements.

This research had made a signicant theoretical 

and practical contributions. It had enriched 

existing trust frameworks by incorporating 

sector-specic insights into roles of transparency, 

interpretability, and satisfaction in human-AI 

collaboration. These ndings provide actionable 

recommendations for AI system designers and 

policymakers, emphasizing the prioritization of 

transparency and interpretability in healthcare 

and nance, while focusing on user satisfaction in 

customer service .  Moreover ,  the study 

highlighted the need for customized trust-

building strategies  that  al ign with the 

operational, ethical, and decision-critical 

requirements of different sectors. By addressing 

its objectives and validating the hypotheses, this 

research had advanced understanding of trust 

dynamics in human-AI collaboration and 

provides a robust foundation for future 

investigations and practical applications in AI 

system design and deployment.
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